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ABSTRACT

Image processing is a method to convert an image into digital form and perform some operations on it, to extract the
essential features from it. Image segmentation is one of the application in image processing to divide an image into
sub images in such a way that pixels in the sub images share similar properties(color, texture). Digital image
processing is the only practical technology for pattern recognition. The images are extracted using image retrieval
systems. Content-based image retrieval is one of the best form of image retrieval method. In this paper, we focus on
the reduction of semantic gap between low level and high features using Relevance Feedback mechanism. RF
mechanism can be implemented by taking user’s feedback. Finally the similarity between original image and the
resultant image using minimum ratio.

Keywords: Image Segmentation, Pre-processing, Pattern extraction, Relevance Feedback mechanism, K-medoid
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I. INTRODUCTION
Image Segmentation [1] is the process of dividing an image into sub images used to locate objects in a particular sub
region which is of user’s interest. The pixels in the same sub image share similar features like color, texture etc.
using various segmentation techniques. Here uses k-medoid algorithm for performing segmentation. Before
performing segmentation on images, perform some pre-processing (filtering) techniques on images to remove the
noises from the image.

Earlier uses Text-Based Retrieval Systems. Since it requires large amount of human effort. As a result of this,
Content-Based Image Retrieval (CBIR) Systems came into existence. CBIR uses the technology of searching
images in the database using keywords, tags or descriptions related with that image. “Content" in this context refers
to color, textures, or any other information that can be extracted from the image itself. In CBIR [3] the images are
represented by low level features (color, shape, texture) and are easy to extract, where as high level features are
represented by human intelligence and is difficult to extract. The difference between low level features and high
level features called as semantic gap. Relevance Feedback mechanism reduces the semantic gap [7] between high-
level and low-level features which is implemented based on users feedback. The main idea behind relevance
feedback is to obtain the results from a query using keywords or tags and the user decide whether the obtained result
is relevant or irrelevant [6]. If the result is an irrelevant image, repeat the process until the final image should be
closer to the given query. Otherwise, retrieve the pattern from the relevant image.

At the final stage, the pattern is extracted using one of the low-level feature and similarity checking is done
with the original image using one of the similarity metrics. Here similarity checking is done with the help of
Minimum Ratio.

The paper is organized as follows. Section II is the related work of various authors. Section III, IV, V, VI, VII,
VIII, IX describes different proposed methodology. Section X gives the experiment result. Section XI follows the
conclusion.

II. RELATED WORK
In [2], the author proposes a novel based content based image retrieval system along with relevance feedback
mechanism to narrow the gap between features and the human semantics to improve the retrieval accuracy. The
experiments are conducted on Corel image databases. The efficiency system is calculated using Precision and Recall.
A maximum precision value of 92% and recall value of 10% for one of the class. All the other classes provide
precision in the range 60–80% and recall in the range 7–20%.
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The authors [3] presents Content Based Image Retrieval CBIR) system that uses multiple feature fusion to retrieve
images and time is compared for each and combination of various features and also for improving the retrieval
results in terms of its accuracy relevance feedback is suggested.

In [8], the author proposes a method for tumor detection in brain MR images. If it is a mass tumor then K-Means
algorithm is enough to extract from the brain cells. If there is any noise are present in the MR image it is removed
before the K-Means process. The noise free image is given as a input to the K-Means and tumor is extracted from
the MRI image.

The authors in [17] proposes a new content based image retrieval(CBIR) system combined with relevance feedback
and the online feature selection procedures. A measure of inconsistency from relevance feedback is explicitly used
as a new semantic criterion to guide the feature selection. Experimental results show that the proposed method
obtains higher retrieval accuracy than a commonly used approach. The authors in [13] provide an overview of the
technical achievements in the research area of relevance feedback (RF) in content-based image retrieval (CBIR).

III. PROPOSED METHOD

The proposed model involves six modules. Each module is described in the following subsections.
1. Dataset Preparation
2. Image Pre-processing
3. Segmentation using K-Medoid Algorithm
4. Feature Extraction (color, medoid , shape)
5. Relevance Feedback
6. Similarity Checking

Database consists of different images belonging to different classes. An Image preprocessing/filtering is
applied to the image using Gaussian filter to remove the noise. Segment the image to 3 clusters (predefined) using
K-Medoid algorithm. From the formed clusters, extract one of the low-level features. The system asks whether the
user is satisfied with the formed results in the form of keywords [1, 11]. If he gets satisfied, extract the pattern in the
formed cluster using shape feature. If he is not satisfied with the results, check in which cluster the pattern lies and
segment that cluster using K-Medoid algorithm and extract another low-level feature. This process is repeated until
the results get refined. The last step is to check the similarity between the extracted pattern and the original image
using minimum ratio to ensure that the information in the image doesn’t get lost till the final stage.

A. DATASET PREPARATION
Dataset of different images belonging to different classes were downloaded from internet sources.

B. IMAGE PREPROCESSING
Image preprocessing helps in bringing out the important features from the image thereby increasing the contrast,
brightness, quality by removing the noises using any one of the filtering techniques. Here uses Gaussian filter to
remove the noise.
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Figure 1: Architecture of Proposed Method

IV. SEGMENTATION USING K-MEDOID ALGORITHM
K-Medoid [5] is an unsupervised learning algorithm. Groups data to form new categories (i.e., clusters). The main
principle behind this is to maximize intra-class similarity & minimize interclass similarity. The algorithm for K-
Medoid works as follows:

1. Randomly define the number of clusters and medoid location.
2. Associate each data point to the closest medoid using Euclidean distance.
3. When no more data points is there to process, calculate the new medoid by minimizing the absolute distance

between the points and the selected medoid
4. Repeat the step 2 and 3 until no change in medoid location.

V. FEATURE EXTRACTION
The extracted features should carry enough information about the image and easy to compute in order for the
approach to be feasible for a large image collection and rapid retrieval. The features should relate well with the
human intelligent characteristics since users will finally determine the suitability of the retrieved images. Color,
medoid and shape are features considered for content image description.
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1. Color:-

The best and the most prominent visual feature to identify an image is color. Color is a subjective human sensation
of visible light depending on intensity and a set of wavelengths associated with the electromagnetic spectrum which
is defined on a selected color space. A color space is a model for representing color in terms of intensity values. It
specifies how color information is represented. The basic technique which is used is based on the technique of color
histogram. Color histogram of each image is calculated and then stored in the database which represents the
proportion of pixel of each color within the image.

2. Medoid

Medoid specifies the center of mass of a region. The first element is the horizontal component(x-coordinate) and
second component is the vertical component(y-coordinate) of center of mass.

3. Shape

Select the cluster with specified pattern. Identify points in the cluster where the pattern lies by positioning the cursor
with the mouse. Thus, receives unlimited number of points, returns the x and y coordinates in vector format. Create
a binary ROI (Region of Interest) mask with the returned coordinate positions. Subtract the original image and the
mask to return the specified pattern from the cluster.

VI. RELEVANCE FEEDBACK
Relevance Feedback [4,5] is an online processing which tries to study the user’s intentions. With the intention to
bring user in the retrieval loop to reduce the ‘semantic gap’ between low-level and high-level features in the form of
keywords, query, and example.

The main idea of relevance feedback [20] is to shift the burden of finding the right query formulation from
user to the system . In order to make this true, the user has to provide the system with some information, so that
system can perform well in answering the original query. To retrieve the image from the database, first extract
feature vectors from images (the features can be shape, color, texture etc), and find the similarity between the
extracted pattern and original image. The search is usually based on similarity rather than on exact match, and the
retrieval results are given to the user. Then user gives the feedback in the form of ’relevance judgments’ expressed
over the retrieval results [9,10]. The relevance judgments evaluate the results based on a three value assessment.
These three values are relevant, irrelevant, don’t care.

If the user feedback is relevant, then feedback loop stops and extract the pattern using shape parameter.
Otherwise it continues until user get satisfied with results (Figure 2).

Figure 2: Flowchart for Relevance Feedback
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VII. SIMILARITY CHECKING
Similarity between the original image and extracted pattern is calculated using similarity checking parameter,
Minimum Ratio. If image is  niyY i ...2,1:  is the extracted pattern of original image

 nixX i ....2,1:  , then
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between X and Y .If similarity exists between original image and extracted pattern, the value will be more closer to
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VIII. EXPERIMENTAL RESULTS

Figure 3: Original Image

Figure 4: Images after first iteration with feature vector medoid

Figure 5: Images after second iteration with feature vector RGB range

Figure 6: Extracted Patterm

The original image is shown in figure 3. Here, we tries to retrieve lake from original image which is in blue color by
giving different feedback in the form of a query. For this, first segment original image into 3 clusters(predefined) by
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performing K-Medoid clustering with a constant cluster size of 3 and extracted first feature vector i.e., cluster
coordinate from all 3 clusters and the output is shown in figure 4.

After performing first iteration, the searched pattern is found in cluster3. The machine asks the user
whether user gets satisfied with the results. Since this is an irrelevant image and user is not satisfied with first feature
extraction and again proceed with the second feature extraction by segmenting the cluster3 into three clusters using
K-Medoid clustering [23] and refine the results by performing relevance feedback with RGB as the next feature in
second feedback shown in figure 5.

After performing the second feature extraction, identify the cluster with the pattern lies. Here the blue
colored lake lies in cluster1 and extracted using shape parameter shown in figure 6. Finally, a similarity checking is
done between original image and extracted pattern and a minimum ratio of 0.9863 is obtained which shows high
similarity.

Table 1: Results for Minimum Ratio

Original image Minimum Ratio value

Lake 0.9863

Island 0.9991

Table 1 shows the minimum ratio values for the two datasets: Lake, Island. In all the two datasets, the
patterns are extracted using two features: medoid and RGB value at each level of iteration according to the user’s
satisfaction level using relevance feedback mechanism to reduce the semantic gap [26] between the features. It asks
for the user’s decision whether to continue with the segmentation. Here in all above two cases, the user is not
satisfied at the first level and hence move on to second level. Even though the patterns are extracted from the
original image by extracting the features, there shows a high similarity value of more than 0.9 in all the datasets. The
value nearer to 1 implies high similarity between the extracted pattern and original image.

IX. CONCLUSION
The results obtained shows that even though features are extracted from the image, similarity exists between original
image and extracted pattern. Here implemented Relevance Feedback mechanism for making the results refined and
to reduce the semantic gap between the features. Moreover, implemented K-Medoid algorithm for segmentation.

REFERENCES
1. Deepika NP, Lekshmi Subha MS , Viji Gopal,” Pattern Extraction in Segmented Satellite Images By Reducing

Semantic Gap Using Relevance Feedback Mechanism”, International Conference on Information and
Communication Technologies, Procedia Computer Science 46, pp.1809 – 1816, (2015)

2. Deepika NP, Lekshmi Subha MS , Viji Gopal, “Different Techniques for Satellite Image Segmentation”,
International Conference for Convergence of Technology, April, 2014

3. Ansa Saju, Thusnavis Bella Mary.I., A.Vasuki, “Reduction of Semantic Gap Using Relevance Feedback
Technique in Image Retrieval System”, (2014)

4. Srikanth Redrouthu, Annapurani.K, “Time Comparison of Various Feature Extraction of Content Based Image
Retrieval”, International Journal of Computer Science and Information Technologies, Vol. 5(2), 2518-2523,
(2014)

5. Harpreet Kaur, Kiran Jyoti, “Survey of Techniques of High Level Semantic Based Image Retrieval”,
International Journal of Research in Computer and Communication technology(IJRCCT), ISSN 2278-5841,
Vol 2, Issue 1, (2013)



[Deepika, 3(1): January,2016] ISSN 2348 – 8034
Impact Factor- 3.155

(C)Global Journal Of Engineering Science And Researches

76

6. Shiv Ram Dubey, Pushkar Dixit, Nishant Singh, Jay Prakash Gupta, “Infected Fruit Part Detection using K-
Means Clustering Segmentation Technique”, International Journal of Artificial Intelligence and nteractive
Multimedia, Vol. 2, No 2, (2013)

7. Grishma Y. Bobhate, Usha A. Jogalekar, “Reduction Of The Semantic Gap Using Pseudo Relevance Feedback
Algorithm”, International Journal of Advanced Computational Engineering and Networking, ISSN (p): 2320-
2106, Volume-1, Issue-2, (2013).

8. Tingting Liu, Liangpei Zhang, Pingxiang Li2 and Hui Lin, “Remotely sensed image retrieval based on region-
level semantic mining”, URASIP Journal on Image and Video Processing Aľ Springer, (2012)

9. J.SelvaKumar, A.Lakshmi, T.Arivoli, “Brain Tumor Segmentation and Its Area Calculation in Brain MR
Images using K-Mean Clustering and Fuzzy C-Mean Algorithm”, In proceedings of IEEE International
Conference On Advances In Engineering, Science And Management (ICAESM), (2012).

10. G. Sivakamasundari, V. Seenivasagam, “Different relevance feedback techniques in CBIR: A survey and
comparative study”, International Conference on Computing, Electronics and Electrical Technologies
(ICCEET), pp.no: 1115–1121, (2012).

11. S.Vaishnavi, Dr.T.T. Mirnalinee, Tina Esther Trueman, “CBIR using Relevance Feedback Retrieval System”,
International Conference on Computing and Control Engineering(ICCCE), (2012).

12. Alaa Riad, Hamdy Elminir and Sameh Abd-Elghany, “Web ImageRetrieval Search Engine based on
Semantically Shared Annotation”, International Journal of Computer Science Issues(IJCSI), Vol.9, Issue 2, No
3, (2012)

13. G. Sivakamasundari, V. Seenivasagam, “Different relevance feedback techniques in CBIR: A survey and
comparative study”, International Conference on Computing, Electronics and Electrical Technologies,On
page(s): 1115–1121, (2012).

14. Pushpa B. Patil, Manesh B. Kokare, “Relevance Feedback in Content Based Image Retrieval: A Review”,
International Journal of Applied Computer Science & Mathematics, Vol no. 10 (5), Suceava, (2011)

15. Ja-Hwung Su, Wei-Jyun Huang, Philip s. Yu, and Vincent S. Tseng, “Efficient Relevance Feedback for Content
Based Image Retrieval by Mining User Navigation Patterns”, In proceedings of IEEE Transactions on
Knowledge and Data Engg, Vol. 23, No. 3,pp.360-372, (2011)

16. D.D. Dhobale, Mr.B.S.Patil, Mrs.S.B.Patil, Dr.V.R.Ghorpade, “Semantic understanding of Image content”,
International Journal of Computer Science Issues(IJCSI), Vol. 8, Issue 3, No. 2, ISSN: 1694-0814, (2011)

17. Anil Z.Chitade, DR. S.K. Katiyar, “Color Based Image Segmentation Using K-Means Clustering”,
International Journal of Engineering Science and Technology, Vol. 2(10), pp.5319-5325, (2010)

18. Yu sun, Bir Bhanu, “Image retrieval with feature selection and relevance feedback”, In proceedings of 17th
IEEE’s international conference on image processing, September 26-29, Hong Kong, (2010)

19. W. Ting, Su, Chen, J., Jier, J. and Lien, J, “Region-based image retrieval system with heuristic pre-clustering
relevance feedback”, In Expert ystems with Applications vol 37(7), pp:4984-4990, (2010)

20. Z. Q. Gong Liu, “Improving Keyword Based Web Image Search with Visual Feature Distribution and Term
Expansion”, International Journal Knowledge and Information Systems Vol. 21, No.1, (2009)

21. Haiying Guan, Sameer Antani, L. Rodney Long, George R.Thoma, “Bridging the Semantic Gap Using Ranking
SVM for image retrieval”, IEEE, (2009).

22. Xiaoqian Xu, Dah-JyeLee, SameerK.Antani, L.RodneyLong, JamesK.Archibald, “Using relevance feedback
with short-term memory for content-based spine X-ray image retrieval”, Neurocomputing, pp.2259–2269,
(2009)

23. B. Sowmya and B. Sheelarani, “Colour image segmentation using soft computing techniques”, International
Journal of Soft Computing Applications, vol.4, pp.69-80, (2009)

24. Suman Tatiraju, Avi Mehta, “Image Segmentation using k-means clustering, EM and Normalized Cuts”, (2008)
25. Juan C. Caicedo, Fabio A. Gonzalez, and Eduardo Romero, “A Semantic Content-Based Retrieval Method for

Histopathology Images”, Springer-Verlag Berlin Heidelberg, (2008)
26. C.Y.Li, C.T.Hsu, “Image retrieval with relevance feedback based on graph-theoretic region correspondence

estimation”, IEEE Transactions on Multimedia, 10(3), 447–456, (2008)
27. R. D. Silva, R. Minetto, W. R. Schwartz, and H. Pedrini, “Satellite image segmentation using wavelet

transforms based on color and texture features”, In Proceedings of the 4th International Symposium on
Advances in Visual Computing, Part II, pp. 113-122, (2008).

28. Anelia Grigorova, Francesco G. B.De Natale, Charlie Dagli, Thomas S. Huang, “Content based image
retrieval by Feature Adaptation and Relevance Feedback”, IEEE Trans. On Multimedia, Vol 9, No.6, pp.1183-
1192, (2007)

29. M. Ferecatu, N. Boujemaa, “Interactive remote-sensing image retrieval using active relevance feedback”,
IEEE Transactions on Geoscience and Remote Sensing, 45(4), pp.818–826, (2007)


	A.DATASETPREPARATION
	B.IMAGEPREPROCESSING
	REFERENCES

